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A statistical analysis is made of spin transitions induced by dipole interactions which change the total 
magnetization while exactly conserving energy. The first-order effect of the dipole operator can be described 
by a function <£(co), which is related to the level broadening observed in resonance lines. The second-order 
effect leads to a function x(w) which represents the power spectrum of the dipole operator. The cross-relaxa­
tion probability TFCR(CO) is given by the convolution of these two functions. Wen is calculated explicitly in 
various approximations, without appeal to moments. For single-spin flips in magnetically dilute systems, 
the magnitude of Wen depends linearly on the concentration n. There is a very sharp peak at co = 0 with a 
width proportional to the geometric mean of the resonance width and of the nearest-neighbor dipole energy. 

I. INTRODUCTION 

SINCE cross relaxation was first proposed1 as an 
explanation of intermediate relaxation times,2 much 

theoretical and experimental work has amplified and 
confirmed the occurrence of such a relaxation process. 
As a starting point, we summarize the present state of 
the theory. One considers a Hamiltonian 

no no | no 
OK.— Jv-0T~JVli] (1) 

where 3Co includes Zeeman and crystal energies, and 
5Cdip is the dipole interaction energy. The cross-
relaxation transition probability is given by 

W(a>)=(2T/h)M2g(u), (2) 

where M is the transition matrix element arising from 
3CdiP, g(o>) is a probability function peaked at co = 0, 
and hex) is the energy that is exchanged between 5C0 

and 3CdiP. In terms of a representation in which 3Co is 
diagonal, the g(co) embodies the effect of the diagonal 
and semidiagonal parts of 3CdiP, which rearrange the 
entire dipole lattice in such a manner as to conserve 
over-all energy. 

Two prescriptions have been used to calculate g(<a). 
The "exact" method evaluates moments of g(co) by 
means of the usual trace formulas.1'3 The "approxi­
mate" method considers g(co) as the convolution of the 
resonance lines between which cross relaxation occurs. 
For instance, let gi(co) describe the line shape for ab­
sorption between states A and B, and let g2(co) de­
scribe the absorption line shape involving states C 
and D; then the g(co), for a process in which one spin 
flips from A to B while another flips from D to C would 
be given by 

-I g ( « ) = / gl(« ')g2(<0-w')dw', (3) 

where ca corresponds to the "leftover" energy, AEAB 
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— AECD. Since gi and g2 are quite sharply peaked 
around w=0, g will also be peaked at co=0 in agreement 
with experiment.4-8 

A number of difficulties have arisen, however, with 
the more detailed quantitative development of the 
theory. Among these we may mention the following: 

(1) The "exact" moment calculations of Kopvillem,9 

Kiel,10 and Hirono11'12 indicate that the shape function 
which seems consistent with these calculations does not 
resemble the shape function which emerges from the 
"approximate" method. For 1- and 2-spin processes, 
Kopvillem predicts a square shape with a width of the 
same order as the resonant frequency, and essentially 
independent of concentration. Similarly, for a 3-spin 
process, Kiel and Hirono obtain leading terms for g(co) 
which are in first-order concentration and frequency-
independent. Equation (3), on the other hand, predicts 
a sharply peaked resonance function with a width and 
a concentration dependence similar to the absorption 
signal. 

(2) The relationship of experimentally observed fea­
tures to the predictions of either method seem some­
what unclear. For a concentrated system like LiF,4 the 
convolution scheme provides a satisfactory interpre­
tation for much, but not all, of the data. For dilute 
systems like ruby, the effects are also sharply resonant6 

and, at least for two-spin processes, appear to have a 
concentration-dependent width. On the other hand, 
this width seems to exceed considerably the absorption 
width expected from the convolution scheme. Further­
more, the intensity of the effect shows a concentration 
dependence unaccounted for by any calculation. 

(3) There are also two conceptual difficulties. One 
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involves the sometimes ambiguous relationship of a 
function to its moments (to be more fully discussed 
in a future publication); the other concerns the precise 
origin and meaning of the shape function g(w). Clari­
fication of this latter question is one of the main ob­
jectives of the present work. 

We shall re-examine the physical premises of the 
theory, construct a new mathematical formalism, and 
derive closed analytic expressions for the transition 
probability. While our theory is applicable to general 
cross-relaxation processes, we begin with the simplest 
possible process, in which a single spin flips. 

II. ELEMENTARY PHYSICAL CONSIDERATIONS 

We consider the Hamiltonian of Eq. (1). 

Without the interaction 3CdiP, each particle is inde­
pendent, and its energy has eigenvalues EA°, EB°, etc. 
The eigenvalues of 3C are then simply sums of the 
single-particle eigenvalues. Because the particles are 
coupled by 3CdiP, their individual energy is no longer 
a constant of the motion. Nevertheless, as long as 
3CdiP is small, it is still convenient to choose the eigen-
states of 3C0 as the zeroth-order eigenstates of 5C. The 
diagonal and off-diagonal elements of 3CdiP are then 
defined with respect to a representation in which 3Co is 
diagonal. In first order, the diagonal elements of 3CdiP 

can be thought of as shifting the energy of each par­
ticle, by an amount £ d i p , from its unperturbed value 
E°. The energy shift will be different for each ion, 
because each ion sees a different local field. The ener­
gies of all the particles in a given Zeeman state will 
form a distribution centered on the Zeeman energy. In 
this sense, one speaks of the dipole interaction as 
"smearing" the Zeeman levels. The energy shift of an 
individual ion will depend not only on the specific 
environment in which the ion finds itself, but also on 
the Zeeman state in which it happens to be, since the 
diagonal elements of 3CdiP are not all equal. 

In higher order, transitions between states can be 
considered as induced by the "rotating" off-diagonal 
dipole matrix elements. Just as each ion sees a different 
diagonal perturbation, so it sees a different transition 
operator. Both are effects of the same local field. 

We wish to calculate the probability that a particle 
will make a nonradiative transition from Zeeman state 
A, with unperturbed energy EA°, to Zeeman state B, 
with unperturbed energy EB°. Such a transition is 
possible only for a spin which happens to see a dipolar 
configuration such that, by flipping, it automatically 
changes the dipolar energy by the right amount to 
compensate for the change in Zeeman energy. Energy 
conserving transitions between separated Zeeman states 
A and B are possible because (1) the actual energy of 
a spin in state A or B will, in general, deviate from 
EA° or EB°; (2) the magnitude of this perturbation 
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FIG. 1. Energy conserving transitions between 
different Zeeman states. 

will be different when the spin finds itself in state A 
and when in state B. 

Figure 1 shows a distribution of states around 
Zeeman energies EA° and EB°. We are interested in 
transitions between points like A and B. Such transi­
tions are nonradiative, since they fulfill the requirement 

^ t o t a l = j g 5 t o t a l ? (4 ) 

where 
Eto ta l = j E; 0 + £dip # (5) 

At the same time, such transitions change the relative 
populations of levels A and B, as well as the total 
magnetization of the system. 

We do not require that each spin flip be accompanied 
by a dynamic rearrangement of the entire lattice to con­
serve energy, and in this respect our picture seems some­
what simpler than the one suggested by Bloembergen. 

Stated in the present terms, the crux of the problem 
is to pick out those dipole configurations which meet 
the rather stringent requirement of Eq. (4). For each 
such configuration, we calculate the transition proba­
bility and then sum the result. The probability of 
finding a suitable dipole configuration can be con­
sidered as a density function. The total transition 
probability can then be interpreted as the average of 
the transition operator over this density function. 

III. GENERAL EXPRESSION FOR 
CROSS-RELATION PROBABILITY 

We now derive in integral form a general expression 
for the probability of a dipole-induced single-spin flip. 
For clarity's sake, we somewhat arbitrarily divide the 
discussion into three steps. First, we set up a formalism 
to project the suitable dipole configurations. Then we 
calculate the transition probability, summed over these 
configurations. Finally, we discuss the significance of 
the resulting formula from some alternate viewpoints. 
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The Density Function 

We first calculate the total number of configurations 
that can result from putting N spins randomly into 
M lattice sites. If the average volume per lattice site 
is v, then M is simply the total volume in units of v. 
We define the spin concentration 

n=N/M=vN/V. 

The total number of configurations is then 

C=M\/N\(M~N)\. 

By use of Stirling's approximation 

(6) 

(7) 

(8) 

and after some elementary computations, we obtain, 
for small n, 

C=(l/Nl)tM(l-n)lN. (9) 

The factor (1—n) accounts for the fact that we allow 
only one spin per lattice site rather than an arbitrary 
number. Stated in terms of the volume V 

1 /\-n\N 1 /\~n\N r 
C=—[ VN=—[ ) drvdiN. (10) 

Nl\ v J Nl\ v J J 

Let us consider the simple question: What is the 
probability that a spin in state A will have some 
specified energy E^0^1? Now 

--EA°+EdiK (5) 

£Atotal a n c } £Ao a r e n Umbers, but EA
dip is a function 

of the coordinates of every spin in the system. When 
we count the number of configurations, C(£^ t o t a I) , 
which fulfills the requirement (5), we proceed as before, 
except that we need to introduce the constraint 
[8(x—xo) is the Dirac delta function] 

dZEA^-(EA»+EA
d*)l 

into the volume integrals of Eq. (10): 

f\-n\N 

C(EA total 
1 f\-n\N r 

N\\ v ) J 
'dtA 

X6[£A t o t a l - (EAO+EA**)'] . (11) 

The fractional number of configurations that meet this 
constraint is evidently 

/(E^total) = C(EA
total)/C = = — fdtv 

VN J 
'dtA 

X 5 [ ^ t o t a l ~ (EA»+EA
d^. (12) 

In similar fashion, the condition that a particle in 
state B has an energy Ej3total is expressed by the 
constraint 

8£EBtot*1-(EB°+EB
di»)']. 

The condition, j^totai^^totai^ j s expressed by the 
constraint 

6 [ E ^ t o t a l - E s t o t a 1 ] . 

Finally, to find the total number of "overlapping" 
states, one must integrate over-all values of EA

tot*1 

and E# to ta l. Thus, the fraction of configurations that 
satisfy our requirements is given by 

VNJ 
/ = — / & ! • • -dtNd[EA™*- (EA°+EA**)1 

X8lEB
toUl-(EB

Q+EB
di^ 

X 5 [ E ^ t 0 t a l - E 5 t 0 t a l ] ^ ^ t 0 t a l ^ 5 t 0 t a l • (13) 

Using the elementary properties of 8 functions,13 and 
the notation 

ha>=EAo-EB<>, (14) 

hAa>=EB
di»-EA

div, (15) 

the expression (13) can be written more simply 

/(«) 
VN J 

dti- • •dtN8[co—Aco']. (16) 

Replacing the 8 function by its Fourier transform, we 
have 

l r 1 r ° 
/(co) = — dtvdiN— / er*p(«-A«)rfp. (17) 

VN J 2TT J-X 

The Aw in Eq. (17) is a function of/all the r's. We 
assume that the contributions of all the particles to 
the energy shift Aw are additive: 

A « = E M r i ) (18) 

=- E 3Ci«d i p(rO-^^id i p(r») • (19) 
ft i 

The approximation of additivity Eq. (18) involves 
an error of the order of the ratio of the dipolar energy 
to the Zeeman energy, which is small except for very 
low magnetic fields. With Eq. (18), the r integrals 
implied in Eq. (17) are now separable, and we may 
write 

/ ( « ) = • 

with 

1 r00 

2ir J -or 
$(p)e-ipo>dp (20) 

$(p)= Km — dre*?**™ . (21) 

The function <£>(p) and its Fourier transform /(a?) have 
been discussed by many authors.14-17 

13 H. Heitler, Quantum Theory of Radiation (Oxford University 
Press, New York, 1957), 3rd ed., p. 66 ff. 

14 H. Margenau and J. Watson, Rev. Mod. Phys. 8, 22 (1936). 
15 H. Margenau, Phys. Rev. 48, 755 (1935). 
16 P. W. Anderson, Phys. Rev. 76, 647 (1949). 
17 P. W. Anderson, Phys. Rev. 82, 342 (1951). 
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We are thus able to calculate, in terms of known 
functions, the fraction of configurations for which an 
energy conserving transition between two Zeeman states 
is possible. This fraction is a function of the energy 
separation ftco of the Zeeman states. We have referred 
to it as a density function because it gives the density 
of available configurations as a function of co. 

The Transition Operator 

The introduction of the transition operator is 
straightforward. This operator is ( ] £ Mi)2, where Mi 
is the off-diagonal dipole matrix element connecting 
Zeeman states A and By and involving the ith. spin 
and the reference spin we are considering. The Mi are 
functions of the coordinate variables. Consequently, 
the transition matrix element is different for each 
allowed configuration of spins. This means that in the 
process of picking out suitable configurations from the 
ensemble, we weight each configuration separately with 
its own transition operator. In other words, the transi­
tion matrix element goes inside the coordinate integrals 
of Eq. (13). Analogous to Eq. (16), we now obtain for 
the actual transition probability 

2TT 1 r 
W{o>) = / ^ r 1 - - - ^ [ E ^ 2 ( r O ] 5 ( c o - A w ) . (22) 

ft VN J i 

We note that 
( I M ^ E ^ 2 . (23) 

The cross terms vanish in the understood integration 
over time because of the different time dependence of 
each Mi. 
H Each term in the sum over i gives an identical 
integral, so that 

2wn r00 

W(a>) = / x(pMp)e-^dP) (24) 
ft v ./-oo 

where 

x(p) = — ( dtM2{x)ei^^\ (25) 
2TTJ 

and <£(p) is defined in Eq. (21). Actually, the N in 
Eq. (21) is here replaced by N—l, but this makes no 
difference whatsoever since 

lim | — Jdre^^n = 1 . (26) 

We remark parenthetically that our discussion is 
applicable rather more simply to resonance lines. The 
differences are the following: Our constraint AE t o t a l =0 
is replaced by the constraint A£ t o t a l =A£ Z e e m a n , which 
merely shifts the center frequency. The transition 
operator is changed to Sx

2, without any coordinate 
dependence, which eliminates x(p) hi Eq. (24). In 
particular, 3>(p) remains the same. Thus, <£(p) is 

essentially the Fourier transform of the resonance line 
shape. The function <3>(p) is therefore accessible to us 
through experiment, even if we were not able to cal­
culate it. 

Equation (24) is our general formula for the single-
spin cross-relaxation probability, as a function of the 
Zeeman level separation, ftw. 

Alternate Interpretations 

Equation (24) can be given a variety of physical 
interpretations. First of all, the function x(p) is closely 
related to the autocorrelation function of the transition 
operator, summed over the lattice. The autocorrela­
tion of a function F{t) is defined as 

C(p)= (F(t+P)F*(t))time average. (27) 

If F is an operator, then in the Heisenberg representation 

F(t+p) = exp(i3Cp/h)F(t) exp(-i3Cp/ft). (28) 

W h e n F and 3C refer t o t he off-diagonal a n d diagonal 
p a r t s of 3Cdip, we ob ta in 

M(t+p) = eif>A(»M(t) (29) 
and 

C(p) = < | M(t) | 2 ) t i m e a v e r a g e ^ " . ( 3 0 ) 

Summing C(p) over the lattice yields our x(p)« We 
have defined, in Eq. (27), an unnormalized autocorre­
lation function, which is not usual. In point of fact, 
our x(p) is unnormalized. I t accounts for the magnitude 
of the transition matrix element as well. Indeed 

r00 2irn r 
/ W(o>)&0= / dtM2. (31) 

J-oo ft V J 

This can be seen immediately by evaluating the Fourier 
transform of W(o)), that is, x(p)$(p), at p = 0 . 

If x(p) is the autocorrelation function of the transi­
tion operator, then its Fourier transform is the power 
spectrum of this operator. The Fourier transform of 
the function <£, as we have seen, is essentially the 
resonance line shape. The transition probability is thus 
given by the scaled power spectrum of the transition 
operator convoluted with the spectrum of the broadened 
levels. If the transition operator were a 8 function in 
w space, then we would surely expect that energy could 
not be conserved in a single-spin flip unless the Zeeman 
level separation were of the order of the dipolar broad­
ening. This assumption is implicit in the calculation 
of the cross-relaxation probability according to the 
scheme represented in Eq. (3). Conversely, if the 
levels were sharp, they would see a resonant compo­
nent of the interaction mechanism only when the 
level separation fell within the Fourier spectrum of 
this mechanism. This latter consideration, in fact, pro­
vided the basis for the calculation of spin-lattice re­
laxation in Bloembergen, Purceli, and Pound's classic 
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nuclear relaxation paper.18 In our case, the levels as 
well as the transition operator have a spectrum, and 
the resulting width is obtained by convolution. 

Alternatively, one can interpret Eq. (24) simply as 
an application of the "Golden Rule": 

W= (27rA)|5C t r ans i t ion |2p(£). (32) 

We must be somewhat careful in our interpretation of 
this formula. Any particular single spin, in flipping 
from Zeeman level A to level B, does not have available 
a continuum of states, but exactly one well-defined, 
albeit perturbed state. This state is either degenerate 
with the initial state or it is not; accordingly, p(E) is 
either 1 or 0. We must then sum these Kronecker-5 
probabilities over the discrete manifold of N spin 
states. If we replace the discrete manifold by a con­
tinuum of levels, and the Kronecker 8 by a Dirac 5, 
we are immediately led to the equations that we have 
already derived. 

In a third interpretation, we could regard p(E) in 
Eq. (32) as referring to the lattice as a whole. I t would 
then be a true density function. Given two Zeeman 
states separated in unperturbed energy by AE°, and 
broadened into a continuous set of states by the dipole 
interaction, then p would represent the average oc­
cupancy of that subset of states for which AE t o t a l =0. 
Thus, p(E) would correspond to our /(co) in Eq. (21). 
When averaging the transition matrix element over the 
distribution p, one must evidently integrate over all 
the random variables involved. In the present case 
these include the space coordinates. This is precisely 
what we have done. This interpretation is implicit in 
the spin-spin line shape formula first given by Waller,19 

and quoted in Ref. 18. We note that in Ref. 1, how­
ever, the spatial average of the matrix element and 
the level density function are calculated separately. 

We could indeed have written down Eqs. (24) and 
(25) almost immediately by invoking any of these 
three considerations. Our more pedestrian presentation, 
while perhaps less elegant, has been aimed at giving 
as clear a justification as possible for the mathematical 
expression of the theory. 

Finally, we remark that the concentration depend­
ence of the shape of W(co) resides entirely in <£, not in 
X. The level broadening described by $ depends linearly 
on the concentration for low concentrations and is 
proportional to the square root of the concentration 
for high concentrations, if the broadening is due to the 
dipole field. This, of course, is well known. The power 
spectrum of the transition operator, described by x 
depends only upon the spatial integrals of the relevant 
coordinate functions. The relative occupation proba­
bilities of the lattice sites are clearly not affected by 
the concentration; hence, the functional form of these 

18 N. Bloembergen, E. M. Purcell, and R. V. Pound, Phys. 
Rev. 73, 679 (1947). 

1 91. Waller, Z. Physik 79, 370 (1932). 

integrals is not affected. Of course, the concentration 
enters also as a scale factor in Eq. (24) governing the 
absolute magnitude of W(co). 

IV. EVALUATION OF THE INTEGRALS 

Our next task is to evaluate the function % and its 
Fourier transform. The transition probability itself will 
be proportional to the convolution of this transform 
with the transform of <£. 

Definition of A « and M 

As a preliminary, we must define the functions 
represented by Aw(r) and M (r) in Eqs. (24) and (25). 
In Bloembergen's tabulation of dipole matrix elements,1 

his A and B functions correspond to our Aco (r) and his 
C, D, E, and F functions correspond to our ikf(r). Ab­
breviating his notation, we write 

Aco(r) = q(3 cos20- l ) / r 3 , (33) 

M(r) = g(smdcosO)/r\ if Am==±=l, (34) 

M"(r) = g(sin20)A3, if A m = ± 2 . (35) 

Here q and g contain appropriate diagonal and off-
diagonal spin-matrix elements. These expressions are 
valid only for two special cases: (1) There is no crystal 
field, or, (2) if there is a crystal field, the magnetic 
axis coincides with the crystal axis. In the more gen­
eral case, when the magnetic field makes an arbitrary 
angle with the crystal axis, the expressions are gen­
eralized as follows: 

2 1 
A c o ( r ) = £ ^ P 2 / ^ - / ( 0 ) ? (36) 

1 2 1 
M(t) = - £ gkP2k=-m(e). (37) 

f 3 &=0 f3 

Here P^k are the Legendre polynomials P2o, P21, ^22, 
and the qu and gk now represent exceedingly compli­
cated functions of the spin-matrix elements, the mag­
netic field, and the crystal field parameters. But even 
in the most general case, Aco and M resolve into a 
product of an angular function and r~3. 

Evaluation of 2c 

Instead of evaluating x(p) directly, we consider first 
a slightly more generalfintegral than the one in Eq. 
(25): 

r1 r00 m2{0) 
I(p,n) = / d cos0 / r2dr eIWWM] ? (38) 

J-i JrQ r%n 

so that 
x(p) = /(p,2) . (39) 

The lower limit of the r integral is the nearest-neighbor 
distance r0. This distance can never be zero since two 
particles cannot occupy the same spot. 
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To perform the integration over r, we put 

a=pf(e), (40) 

t=-ia/r'6. (41) 
We obtain 

o,n)= i 
m2(B) r-^ir^ 

I(P,n)= I dcosd / e-Hn-2dt. (42) 

The t integral will be recognized as defining the in­
complete 7 function20 so that 

m2(6) \y(n—\, — ia/r<?) r1 / m2(6) \y(n— 
I(p,n) = / d cos0( ) 

i_x W^-v/ (-

r1 /m2(d)\ 
X ( P ) = / dcosOl ) 

(-ia/r0*)n~ 

1 /m2(d)\y(l, -ia/r<?) 
d cos#(-

, (43) 

(44) 

(45) 

After a slight manipulation of the expansion2* 

oo ( — )nXa+n 

7 ( 0 , * ) = E — ; - i 
w=2 n ! ( a + ^ ) 

the result of Eq. (44) may be written 

rl / m 2 ( ( 9 ) \ / l - ^ / ( 0 ) / r o 3 \ 
X ( p ) = / ^cos^f )( — - ) . (46) 

The result (46) could, of course, be obtained directly 
from (38), but we shall need the general expression 
(43) later on. 

We must still do the angular integral and then take 
the Fourier transform. These operations cannot be 
performed analytically for the most general angular 
functions m(B) and f(6) defined in Eqs. (36) and (37). 
We shall, therefore, consider a number of special cases, 
amenable to calculation, from which the significant 
features of the result will become apparent. 

Let us assume, as is invariably the case for a transi­
tion probability TF(co) that is symmetric in co, that the 
diagonal perturbations Aco and — Aco occur in pairs, 
the perturbation of either sign being associated with 
the same off-diagonal M. Under this assumption, we 
shall make, in turn, a sequence of approximations: 

Case a. We replace both angular functions in Eq. (46) 
by some constant average value, (m2) and (/) . 

Case b. We replace m2(6) by some average value; 
replace f(6) by a function defined only by the property 
that, as cos0 goes from —1 to + 1 , the function as­
sumes with equal likelihood all values from —L to L. 

Case c. We replace m(d) by g(sin# cos#) and /(0) by 
#(3 cos20— 1). These functions can be considered as 
specializations of Eqs. (36) and (37) by setting ^1=^2 

20 A. Erdely, F. Oberhettinger, W. Magnus, and F. G. Tricomi, 
Higher Transcendental Functions (McGraw-Hill Book Company, 
Inc., New York, 1954), Chap. 6. 

— go=#2=0. They are the physically correct functions 
when the magnetic field is parallel to the c axis. 

Case d. Finally, we consider the possibility that Aco 
does not occur in pairs, so that W(co) will not be 
symmetric. We shall evaluate the integrals with the 
physically exact functions m(6) = g(smd cos0) and 
f(d) = q(3 cos 2 0- l ) . 

The actual computations are quite involved. They 
are outlined in the Appendix. Here we only present 
and discuss the results. 

I t is convenient to define the quantity 

e= lAo 3 (47) 

Then expressions like qe, Le, (f)e all represent, at least 
to order of magnitude, the effective nearest-neighbor 
dipole energy. 

Case a 

47r(m2)r / o) \ / o) \ n 

3ro»e</>L \6</> / \€</> / J Sroh(f) 

Ui(x) — Q, x<0 

= 1, # > 0 . 

(48) 

(49) 

Equation (48) represents a square shape of range 
— €(/}<w<(/)e, and magnitude 4x(w2)/3r0

3e{/}. The 
area is 8-w(m2)/3r^. In ruby, the nearest-neighbor dipole 
energy in the absence of exchange would be about 2.3 
kMc/sec, so that this result is rather reminiscent of 
Kopvillem's.8 

What happens to this disconcerting square shape, 
once we assume almost any kind of nonconstant angu­
lar function /(0) , is intuitively apparent. As we inte­
grate over 6 we shall be summing different square 
waves corresponding to different values of / . These 
rectangles are all centered at the origin and their 
height is inversely proportional to their extent along 
the co axis. The result must inevitably be a function 
with a maximum at the origin and a falling mono-
tonically to zero in the wings. If the range of f(8) 
includes the value zero, which it does in all practical 
cases, the resulting function must approach infinity at 
the origin. The area of %(co) is always equal to %(P)P=O, 
and inspection of Eq. (46) shows that this area still 
remains 87rw2/3r0

3, regardless of any assumption about 
m and / . Consequently, the convolution of this singular 
function with the bell-shaped transform of $(p) will 
always give a finite, more or less bell-shaped result. We 
already know, then, from these very general con­
siderations, that the cross-relaxation probability TF(co) 
must have a resonant shape. 

Case b 

8TT(W2) 1 Le 
x(co) = In— , |co| <Le 

3r0
3 2Le co 

= 0, Ico|>Z,e. 
(50) 
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FIG. 2. x6 [Eq. (50)] and 
Xc [Eq. (53)]. 

This function has a logarithmic singularity at the 
origin and an area of 8x(w2)/3r0

3, as expected. The 
"half-power" width is, of course, undefined. If we define 
a half-width coi/2 by the relation 

(51) 

If \>2qe, 

x(«) = 0. (53c) 

Jo 

then co 1/2 turns out to be 

coi/2= Le/5A^Le/2e. 

Case c 
If | W |<</€, 

47Tg2 ( \ f l - l 
X(co) = v3+ ln 

27Vlr0
3c7el v 3 + l 

-#-9>>K)"K) 

(52) 

In Fig. 2 we display this function, together with the 
simple logarithmic function of Eq. (50). In Eq. (50) 
we have chosen L=2 and (w2)=(sin20 cos20)=2/15, 
and in Eq. (53) we have put g=q=l9 so that the 
parameters match in both expressions. With this choice 
of numbers, the logarithmic function behaves like 
ln|co|~°-0444/6 near the origin, whereas the more com­
plicated function behaves like ln|co|~°-0856/c. The exact 
function has the sharper singularity. The areas, as 
well as all qualitative features are the same. 

+ l n 

qe/ \ qe 

[ l - > A ? e ) ] 1 / 2 + l 

[ l - ( c o / 2 e ) ] 1 / 2 - l l +M 

If qe<\a>\ <2qe, 

4irg2 f V 3 - 1 1 

27^r<?qe[ v 3 + l ^ \ qe 

| [ l + ( M / ^ ) ] 1 / 2 + l 

qe/ \ q> 

l [ l+ (coAe) ] i / 2 - l l 

(53a) 

If co< — qe, 

If -67€<CO<0 ; 

47Tg2 

Case d 

x(«) = 0. (54a) 

1/co \W 

x(«) = " ] - - —H 
27v5fo3gel 3\?e / \qe 

+ l n 

4*-g2 f V 3 - 1 1 / [coK1'2 

x(«)=— M + I n - 1+— 
27V3fn3ael V3+1 3 \ oe / 

If 0<w<2qt, 

x(w) = 
4xg2 f 

M+ln-

[ l + ( a , / ? a ) ] i ' 2 - l i . 
(54b) 

- (-+1) 

X 
( - > " [l-CM/W*-! 

(53b) 

27v3f0
3gel V3+1 3\^e 

[ l + C w / ^ ^ + l 
X C-5)+in 

[ l + ( a > / W 2 - l 
(54c) 

file:///fl-l
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If a)>2qe, 

x(«)=o. (54d) 

We remark that this function is not symmetric in co. 
The asymmetry is important primarily in the wings. 
x(co) and x(~~ w) assume identical form as co approaches 
zero. The associated function <£(co) behaves similarly. 
I t seems likely, therefore, that any asymmetry arising 
from the present considerations would be accessible 
only to measurements made under conditions where 
large amounts of energy are transferred to or from the 
dipole system. 

Qualitatively there is little difference between the 
symmetric case c and the nonsymmetric case d, just 
as little difference results from using the approximate 
/ and m of case b instead of the / and m of case c, 
which represent the dipole interaction exactly provided 
the Zeeman and crystal field operators commute. In 
all cases there is a logarithmic singularity at the 
origin, and an over-all width determined by the effec­
tive nearest neighbor dipole energy. I t is clear that 
these characteristics of x can be expected to hold even 
when the most general form of / and m allowed by 
Eqs. (36) and (37) is physically appropriate. 

Convolution 

As indicated by Eq. (24), the function we seek, 
W(u>), is proportional to the convolution of <£(co) and 

x(«)« 
The widths of two convoluted functions, generally 

speaking, add in some fashion. Two Lorentz curves 
add width algebraically, two Gaussians add width rms 
wise. In particular, in the limit that the width of one 
function goes to zero, the resultant width approaches 
the width of the other function. A 5 function simply 
leaves its partner intact. Our function x(w) is an ex­
ception to this rule. I ts peculiar properties under con­
volution are of considerable importance in determining 
the shape of W(co). 

As far as the effect on the resultant width is con­
cerned, the exact shape of <£ does not make much 
difference, particularly when <£ is either very much 
broader or very much narrower than x- If we use the 
simplified form of x(w) given in Eq. (50), and simplify 
<£(co) by a square shape of unit area and half-length a, 
we can do the convolution analytically. 

If a>Le, it turns out that the resulting half-width 
is always identically a. Thus, when <£ is broader than 
X, x adds no width at all, but merely smoothes out 
the discontinuity of the square shape. In this case x 
is practically equivalent to a 5 function. The more 
interesting case is when a<Le. Then the convolution 
gives: 

If 0 < | c o | < ( L e 

C r 2 

-a), 

W(o>) -if-.-
4LZ € Le U\a J 

In 
Le 

co+a 

+—(l-~) In 
Le\ a) 

Le 

a—co 

If (Le-a)<\o)\<(Le+a)y 

Crl 1 / IcoK/ I Le I \ 
W(co) = - - + - ( l — ) ( ln — — + 1 ) 

4 L a Le\ a / \ la— co I / 

If | c o | > ( L e + a ) , 

J^(co) = 0. 

2ir n 87r(m2) 
C=-

fi v 3r0
3 

(55a) 

(55b) 

(55c) 

(55d) 

From Eq. (55a), the quantity coi/2, the half-width of 
the resultant W(<a)9 can easily be calculated. We define 

N=o)i/2/a. 

Then Eq. (55a) can be written 

W(0) = 
2Lel 

2L<L 

a J 

(56) 

(57) 

(#+1). 
ln-

(N+l)a 

(N-l) Le 
•In-

(N-n -J- (58) 

If the x width Le/2e is much larger than a, coi/2 will be 
likewise much larger than a, and N will be large. If we 
expand the logarithms to first power in 1/N, Eq. (58) 
can be reduced to 

W(Na) = ln(Le/Na). (59) 

If we now solve W(Na) = ^W(0), we obtain 

Na=a>1/2= l2a(Le/2e)J'2. (60) 

This is a remarkable result. As the $ width a goes to 
zero, coi/2 of W does not approach coi/2 of x, Le/2e, as one 
would intuitively expect, but rather it approaches zero. 
This strange property of multiplying widths rather than 
adding them turns out to be very nearly true even 
when $ and x have comparable widths, as can be seen 
from Fig. 3. We have done the convolution of the 
physically real x of Case c, using square waves, Gaus­
sians, and Lorentzians for <£. The convolutions were 
done numerically on the IBM 7090, and the behavior 
of the half-widths is illustrated in Fig. 3. 

The shape of the resulting function is also note­
worthy. When $ and x have comparable widths, the 
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1.01 

FIG. 3. Half-width (coi/2) of convolution of <J> with xc, versus 
half-width (a) of <£. For $ = square wave, COI^^G0"50; 3? = Gaussian, 
wi/2'^a0,50, 3> = Lorentzian, coi/2~aOA8. 

shape is nearly that of <£. As $ becomes narrower than 
X, the shape of their convolution somewhat resembles 
an upside-down funnel. These changes in the shape of 
W(o)) are illustrated in Fig. 4. [The extreme changes 
in shape have necessitated drawing Fig. 4(a) on a 
different scale than Figs. 4(b) and 4(c), as indicated.] 

The significance of the present result is that it is 
the key to the concentration dependence of the width 
of W(a>). As we have already remarked, this depend­
ence is contained entirely in <£. Our x n a s a width of 
the order of the effective nearest-neighbor interaction. 
In general, one would expect % to be considerably 
broader than <£>. If x added width, in convolution, like 
normal functions, one would predict a concentration-
dependent width only for very high concentrations. 
The unusual behavior of x m this regard predicts a 
dependence proportional to the square root of the con­
centration, even at vanishing concentrations. Further­
more, x introduces the multiplicative factor (Le/e)112, 
which makes the widths substantially larger than the 
resonance width a. This convolution property of x 
thus enables us to meet all the experimentally given 

requirements: to have W(co) much narrower than 
either the resonant frequency or the maximum dipole 
energy, but much broader than the absorption width, 
and at the same time concentration-dependent. 

Finally, it is clear from Figs. 2 and 3 that all the 
essential features of our results hold whether we use 
the x of Eq. (50) or the more complicated one of Eq. 
(53). Thus, it is unnecessary to evaluate x explicitly 
for general Aco and M [Eqs. (36) and (37)]. The 
relevant parameters are the average of M2, the range 
of / , which we have called L, and the value of r0. These 
parameters can, in principle, be readily calculated for 
any physical situation, and they will define x in terms 
of Eq. (50). 

V. SUMMARY 

We have laid a physical foundation for a general 
theory of cross relaxation, and we have applied our 
considerations particularly to single-spin transitions. 
Our formulation makes it unnecessary to appeal to 
moments or to plausibility arguments; rather, it yields 
the relevant functions exactly, within the limits of the 
physical assumptions. We review the principal steps of 
the argument. 

(1) For each spin, the dipole interaction causes both 
diagonal, "static," energy shifts, and transitions be­
tween Zeeman levels. 

(2) Due to the energy shifts, transitions between 
Zeeman states are possible which strictly conserve 
energy. 

(3) The transition probability depends on the den­
sity of degenerate states. This density is obtained by 
counting the number of dipole configurations which 
meet the relevant energy constraint. The transition 
probability is given by integrating over this distribu­
tion the square of the off-diagonal dipole elements. 
We note a certain analogy to the method of the micro-
canonical ensemble, where the trick also is to calculate 

FIG. 4. Convolution of xc and Gaussian <£, for various values of coi/2 (Gaussian)/coi/2(xc). 
(a) «i/2(G)/«1/2(Xc)=5. (b) «i/2(G)/wi/2(Xc)=0.2. (c) taui(G)/<om(Xo) =0.008. 
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the phase volume (number of configurations) corre­
sponding to a given energy. 

(4) We showed that the equations derived in this 
manner can also be derived from the Fourier analysis 
of the dipole operator and from any of several inter­
pretations of first-order time-dependent perturbation 
theory. 

(5) For single flips, the transition probability W(u) 
was given by the convolution of two functions, %(co) 
and <£(co). % is essentially the power spectrum of the 
off-diagonal elements of 3Cdip. To an excellent approxi­
mation, it depends on w as In 11/co |. $ describes essen­
tially the level broadening due to the diagonal elements 
of 3Cdip. It is equivalent to the absorption line shape. 
The convolution of <£ and x, which yields W(u>), has 
a sharp peak whose width is proportional to the geo­
metric mean of the x width and the $ width. This 
sharp peak is superposed on a broad spectrum whose 
width is of the same order as the nearest-neighbor 
dipole energy. The transition probability per spin is 
linear in the concentration n, and for low concentra­
tions its width in oo space is proportional to the square 
root of the concentration. 

We have considered only single-spin flips explicitly, 
while experimental measurements are made on double, 
triple, or higher multiple processes. Nevertheless, the 
frequency and concentration dependence of our cross-
relaxation probability satisfies a number of experi­
mental features which have not been accounted for 
previously in terms of a single unified calculation. 

The explicit extension of the theory to multiple-spin 
processes is the principal subject of the succeeding 
paper (part II); detailed quantitative application of 
the entire theory to typical experiments is made in 
part III. 

APPENDIX: EVALUATION OF x UNDER 
VARIOUS APPROXIMATIONS 

We refer to Eq. (46). If we assume that the diagonal 
perturbations Aa> and —Aw come in pairs, then Eq-
(46) becomes 

X(P) 
r1 fmi(fi)\/e-i'f<-9'i'—eii'f(-e)t\ 

= / d cos0 ) J (Al. 
J-i \ 3r0

3 A -ipf(e)e I 
a) 

/2W
2«?)\sm[p/(0)e] 

a cos0[ I , 
_! \ W / Pf(fi)e 

(Alb) 

where € is defined in Eq. (47). 
Case a. If we set m2(d) = (m2) and /(0) = (/), then 

Eq. (Alb) reduces to 

X (p) = (4m2/3f a3) sine</>p/e</)p). (A2) 

The Fourier transform of (sin#)/# is well known.21 It 
21 A. Erdely, F. Oberhettinger, W. Magnus, and F. G. Tricomi, 

Tables of Integral Transforms (McGraw-Hill Book Company, 
Inc., New York, 1954), Vol, I, Chaps, 1 and 2, 

is a square wave of amplitude -K extending from — 1 
to 1. Hence, we arrive at the Eq. (48) for x(w), given 
in the text. 

Case b. If we replace / by a function which goes 
from - L to I as cos# goes from —1 to 1, Eq. (Al) 
becomes 

X(P)=/ <*/( — ) — - • (A3) 

The integral will be recognized as essentially the sine-
integral function (Ref. 20, p. 145), and so 

X(P) = 
4(m2) Si(Lep) 

3r0
; Lep 

(A4) 

The Fourier transform of Si(#)/# is also well known,21 

and so we arrive at Eq. (50) in the text. 
Case c. If we set /=g(3 cos2#— 1) and m2=g2sin20 

Xcos20, Eq. (Al) becomes 

X ( P ) = -
Srozeq 

r1 /sin20cos20\/ 1 \ 
/ d cos0( )( ) 

JLI \ 3 c o s 2 0 - l / W p / 

X{exp|[—ipeq(3 cos20—1)] 

— expppeg(3 cos20— 1)]} . (A5) 

The angular integrals in Eq. (A5) cannot be done 
analytically as they stand. Instead, we shall avail our­
selves of the well-known21 theorem that if 

/ 
f{p)e~i^dp^F{^), 

then 

r jKp) r 
I —e-

i0}f}dP=: / F(<a')du'. 
J —ip J-oo 

(A6) 

(A7) 

We use the following ploy: First we take the Fourier 
transform of Eq. (A5) ignoring the — ip in the denomi­
nator. Then we do the angular integral. Finally, we 
integrate with respect to a/ as indicated by Eqs. (A6) 
and (A7). 

The first step immediately yields 

Sr0
3€q 

r1 /sin20cos20\ 
/ dcosdl ) 

Jo \3cos 2 0- l / \3 cos20-

X{<5[co'+€g(3cos20-l)] 

-5[co'~eg(3cos20--l)]}. tA8) 

Since the integrand is symmetric in cos#, we have 
written the integral over half the interval and multi­
plied by 2. 

We now perform the angular integral in Eq. (A8). 
Integrals of the form in Eq. (A8) are handled by the 
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following general procedure: 

/ G(x)5iF(x)~]dx= G(x)(dF/dx)-1d(F)dF 
J a J F(a) 

if F(x) = 0 at some point in the interval a^x^b 

Ha) 

G 

(dF/dx) 

= 0 , 

F(x)=0 (A9) 

if F(x)^0 at every point in the interval a^x^b. 

Using the first 5 function in Eq. (A8), the corre­
spondence with Eq. (A9) is 

G(cos0) = 
47rg2 sin20 cos20 

3r0
3eg 3 cos20— 1 

F(cos0) = a / + ^ ( 3 cos20--l) : 

dF 
= 6eq cos0. 

dcosd 

(A10) 

(All) 

(A12) 

From Eq. (All) we have F=0= >cos0= (eg-co'/^eg)1'2, 
and after some algebra, 

(dF/d cos0) F = 0 
2irg2 / coV' 2 / 2eq\ 

— — ( 1 ) ( 1 + - ^ ) . (A13) 
V^0

3e2g2\ eg/ \ co' / 27v5r0
! 

This result is valid if [co'-f eg(3 cos20—1)] = 0 at some 
point on the interval O^cosfl^l , or in other words, 
if — 2eg<co'<eg. If co' lies outside these limits, the 
result is 0. 

We have completed the angular integral. The ex­
pression (A13) corresponds to F{u') in Eq. (A7). I t 
remains to integrate over co'. The main point is that 
the integral over co', from — oo to co, must be con­
sidered separately for three cases: 

(1) co< —2eg: The integrand is always 0 and the 
integral vanishes. 

(2) •—2eg<co<eg: The integrand is given by Eq. 
(A13) and the limits are — 2eg to co. 

(3) co>eg: The integrand is given by Eq. (A13) and 
the limits are —2 eg to eg. 

The integration is straightforward. We quote only 
the results 

0; co<—2eg: 

— 2eg<co<eg 

4:TTg2 

- I — i 1 - , x 
eq/ \ eq. 

i[ i-(<oA<z)]1 / 2-i 

(A14a) 

27ro3eq\ HK)"K) 
-In 

l [ l - ( c o / e g ) P 2 + l 
-V3+In-

v 5 - l -
n 
V3+1. 

(A14b) 

co> eg: 
W r vS-ln 

1 v J + l n - 3 — , 
27r0

3egl 
rr r 
o3egL v 3 + L 

(A14c) 

These are the results for the first 5 function in Eq. 
(A8). The computation for the second 5 function is 
carried out analogously. The result is 

co< — eg: 

— eg<co<2eg: 

4:Tg' 

27V^o3egL 

o>2eq: 

0; (AlSa) 

L 3 \ eq \ eq' 

+ l n 

eq/ 

lll+Wtq)!1*-! 

I C i + C w A ^ P H - i 

W 
27\£r0

3 egL 
V5+In-

\ £ - l 

v 3 + l J 

(AlSb) 

(AISc) 

Finally, combining the results of Eqs. (A 14) and 
(A15), we arrive at the function given in Eq. (53) in 
the text. 

Case d. If the Aco's do not occur in pairs, we revert 
to Eq. (46) in the text rather than to Eq. (Al). We 
note that the only difference between Eq. (46) and 
Eq. (Al) is that in Eq. (46) there is a 1 in place of one 
of the exponentials in Eq. (Al). The computation is 
therefore essentially unaltered from Case c, the same 
basic arguments applying step for step. The result of 
the first step [Eq. (58)] will now have one of its 5 
functions replaced by 8(a)'). The angular integration 
for that portion of Eq. (A8) which now contains 5 (a/) 
offers no subtleties. The final integration over co' 
merely replaces the 5(co') by a unit step at co = 0. The 
result for this portion of the integral is 

co<0: 

co>0: 

0; 

47Tg2 

27v3>, odegl 
V3"+In-

v 3 - l n 

•vSf+1. 

(A16a) 

(A16b) 

By combining Eqs. (A15) and (A16), we arrive at the 
X (co) given by Eq. (54) in the text. 


